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1 Introduction

Both microservices and generative AI play significant roles in code development, prompting the

question of how generative AI can aid in building a microservice-based system. Although ChatGPT-4

has been evaluated for structuring microservices and generating code snippets, limited research ex-

ists on its ability to fully develop a microservice-based system. This paper aims to evaluate whether

ChatGPT-4 can construct a complete system with minimal human oversight, using a known develop-

ment example. To address this objective, we formulated the following research questions (RQs):

RQ1Is it possible to fully build a microservices system only using ChatGPT?

RQ2 What are the limitations of ChatGPT for building microservice architecture?

RQ3 What manual/human interventions are needed?

To achieve this, we conducted a preliminary investigation by attempting to replicate SockShop1,

a demonstration example of microservices systems, through conversation with ChatGPT-4. The re-

sult of this paper will enable a new line of research into the automatic generation of new services or

automated software maintenance. The remainder of this paper presents related works, the approach

adopted for building the system, a research roadmap towards automated generative microservice-

based development.

2 Background and Related Works

2.1 Generative AI Tools
Generative AI is the focus of creating new and unique content with trained data [2]. This content can

be very versatile, stretching from literature, images, music, academic papers, or even films. Gener-

ative AI utilizes Natural Language Processing (NLP), which has the capabilities of translating speech
1https://microservices-demo.github.io/
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to text, tagging parts of speech within the text, recognizing named entities, extracting sentiment or

emotions from text, and generating natural language [2]. Various generative AI programs have been

released on the market, the most well-known of these being ChatGPT. We will move on to discuss the

capabilities of ChatGPT-4 and its various competitors.

Companies leading in the field of generative AI and actively developing chatbots include Google,

Meta, DeepMind, and OpenAI [2]. The successful release of ChatGPT resulted in a rush of AI devel-

opment and releases and a race in AI development across the globe. After the release of major LLM

Competitors soon followed [7] including:

• ChatGPT-3.5 - OpenAI released on November 22nd, 2022 as an advanced natural language pro-

cessing model that has been pre-trained on a large dataset so that it can generate content that

is contextually appropriate and at times indistinguishable from human-written content [2]. It

became a cultural sensation with a record-breaking estimated 123 million monthly users after

only 3 months of release, making it the fastest-growing application of all time [7]. Specifically, it

has been trained through Reinforcement Learning from Human Feedback (RLHF) to follow in-

struction in a prompt and provide a detailed response [5]. Some limitations include occasionally

writing nonsensical or implausible answers, inability to ask clarifying questions and only guess-

ing intent, failure to successfully detect unsafe or harmful instructions, excessive verbosity, and

sensitivity to tweaks in input phrasing [5].

• Bard - Alphabet (Google Parent company) released on February 6th, 2023 as a companion to the

search engine and as an experimental demo. Notably, the ability to generate computer code has

been turned off.

• Bing Chat - Microsoft released on February 7th, 2023. An integration of ChatGPT into the Bing

Search engine. Unlike ChatGPT, it has access to the internet and can give proper citations for

the sources it uses, but currently has conversation limits.

• GPT-4 - OpenAI released on March 14th, 2023 with more advanced capabilities than GPT-3.5.

Both GPT-4 and GPT-3.5 were evaluated on their performance in a set of 34 technical evalua-

tions originally intended for humans, including the LSAT, GRE, various AP exams, and Leetcode

evaluations. In these evaluations, GPT-4 outperformed GPT-3.5 on the majority of the given

evaluations. Major advancements of GPT-4 include capabilities to receive visual and textual in-

puts, and it followed a predictable scaling model, giving its creators much greater capacity to

predict how it will develop and respond [5].

• Ernie - released by Baidu on March 16th, 2023. Trained on a greater dataset than GPT-3 with

260 billion parameters to GPT-3’s 175 billion. Developed with a focus on enterprise abilities

rather than engaging the general public and is trained to have a much greater understanding of

Chinese culture and the ability to comprehend various Chinese languages.

2.2 Related Work

In this section, we present an overview of existing studies focusing on the use of AI in software ar-

chitecture and functional systems. Stojanovic et al. [8] explore ChatGPT’s ability to analyze software

requirements and identify microservices in different systems. Detailed and accurate information is

found to be crucial for obtaining high-quality solutions, highlighting ChatGPT as a helpful tool rather

than a replacement for software architects.
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Cámara et al. [3] investigate ChatGPT’s performance in generating syntactically and semantically

correct UML models. While ChatGPT can produce generally correct models, it exhibits syntactic de-

ficiencies, lack of consistency, and scalability issues.

Ozkaya [6] examines the implications of large language models (LLMs) in software engineering.

LLMs can assist in tasks like specification generation, developer feedback, testing, documentation,

and translation. However, concerns regarding data quality, bias, privacy, environmental impact, ex-

plainability, and unintended consequences need to be addressed.

Ahmad et al. [1] explore ChatGPT’s role as a software development bot, collaborating with human

architects to automate the process of architecting software systems. While ChatGPT can generate

architectural artifacts and provide decision support, it requires human oversight.

Dae-Kyoo [4] highlights ChatGPT’s capabilities in various software development tasks. However,

limitations related to traceability and artifact consistency necessitate human intervention. Ongo-

ing training may mitigate these limitations, but human oversight remains crucial for ensuring high-

quality outputs.

Combining the expertise of human developers with ChatGPT’s abilities can make it a valuable

assistant in software development.

3 Building the E-commerce App

In this Section, we report our approach for ChatGPT-led development Section 3.1 and the application

of the approach to the specific case study Section 3.2 and the specific features and system structure

implemented Section 3.1

3.1 Method

The study was performed in five steps:

Step 1: Project Selection: Define the criteria to select a project to replicate. In particular, we established

the following criteria: complexity, feasibility, sound construction, and level of documentation,

in order to ensure a properly constructed analysis.

Step 2: Requirement Elicitation: After the project selection, we studied the system and extracted the

requirements of the system.

Step 3: Develop Prompts: The requirements were converted into specific prompts for ChatGPT-4.

Step 4: Generate Code: Starting from the requirements we started to chat with ChatGPT-4 asking it to

develop the code.

Step 5: Review: Validate the code, paste it into the appropriate locations within systems as specified by

the ChatGPT-4 instructions, and prompt the next requirement or improvement.

Note that this is an iterative process because ChatGPT-4 cannot provide all the code and often

ChatGPT-4 is needed to fix errors in the generated code. This process is described in Figure 1. Once

the systems were complete, we evaluated the systems to categorize what types of errors were present

in the code, what issues occurred in the generation process, and what skills are needed to develop

these types of systems into functional microservice systems.
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Figure 1: This diagram demonstrates the process used for this experiment.

3.2 Conducting the Study

As for project selection, we evaluated a microservice demo application called SockShop and selected

it due to its comprehensive documentation, compact size, and ability to represent the complexities of

a microservice system. Moreover, it was developed as a demonstration of microservice architecture,

making it an appropriate model for our analysis. SockShop allows users to shop for and buy socks and

is implemented with three key microservices: User, Catalog, and Cart. We analyzed the functionality

of the components, translated them into prompts, and ran them through ChatGPT-4.

We opted to simplify the structure by focusing on the core services that showcased the interre-

lation between microservices and encompassed most of the functionality of SockShop. We imple-

mented an API-Gateway to access the services. For simplicity reasons, we did not implement the

frontend. Additionally, for consistency throughout the experiment, we implemented all microser-

vices using Java Spring Boot and H2 databases, which could be easily configured by ChatGPT-4. The

package structure generated by ChatGPT-4 for all services followed the pattern: model, repository,

controller, service. Within those classes, the code generated followed the typical SpringBoot coding

conventions and annotations. The complete list of requirements, prompts, and the generated code

can be viewed in more detail at the Online Appendix 2

4 Results and Discussion

Our findings (RQ1) indicate that relying solely on ChatGPT-4 for constructing a microservice appli-

cation poses significant challenges. While ChatGPT-4 can generate code for different components,

human intervention is essential for ensuring successful application execution. However, building a

small application with ChatGPT-4 assuming the majority of code generation responsibility is feasible,

as demonstrated in the case study.

The limitations of using ChatGPT-4 for microservice architecture development (RQ2) include lim-

ited conversational memory, outdated information, and its chatbot nature. ChatGPT-4 is effective in

addressing requirements with a well-defined system structure and detailed specifications. However,

it struggles with accommodating changes or handling debugging scenarios, occasionally suggesting

solutions that deviate from the established architecture. Its scalability is limited to specific chats,

requiring constant context reminders for accurate code generation. Furthermore, ChatGPT-4 may

suggest outdated packages or dependencies due to the dataset cutoff point. It also leaves gaps for de-

velopers to implement logic and security, as it was not designed as a developer tool. These limitations

2https://github.com/M3S-Cloud/ChatGPT4MS
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Figure 2: Architecture of the systems

hinder the effectiveness of ChatGPT-4 in constructing a microservice architecture.

Human intervention occurred in two major stages during the experiment (RQ3). The initial phase

involved breaking down the system into prompts for ChatGPT-4, requiring individuals with a com-

prehensive understanding of the target system and software development principles. The success

of this stage greatly impacts the amount of corrections needed before deployment. The subsequent

phase involved debugging and deploying the application, where ChatGPT-4 provides assistance but

human intervention remains indispensable. The complexity of the system determines the required

expertise, and in some cases, human developers prove more efficient in resolving issues compared to

relying solely on ChatGPT-4.

5 Research Roadmap

As research progresses, we aim to test the limits of developing with minimal human intervention. An

example of this is the creation of a deployment pipeline using ChatGPT-4 to automate the deploy-

ment process. We also intend to explore the extension and integration of generative AI into an Inte-

grated Development Environment (IDE), similar to GitHub’s Copilot. Another significant step is the

validation of systems constructed by ChatGPT-4. This includes testing functional and non-functional

requirements, implementing automated testing systems, and conducting a qualitative assessment of

the architecture by a professional system architect. Furthermore, we plan to expand this study to

encompass other generative AI technologies such as Ernie, Bing Chat, or Bard.

6 Conclusion

In this work, we conducted a preliminary investigation to assess the capabilities of ChatGPT in gen-

erating a microservice-based system with minimal intervention.

The results demonstrate that ChatGPT can be a valuable support tool for microservice develop-

ment. However, it requires intervention to ensure the accuracy and completeness of the generated

code. Notably, ChatGPT occasionally forgot the code of previously developed services, necessitat-

ing careful verification by developers. Additionally, in some cases, ChatGPT-4 recommended code

changes without directly applying them to the previously generated code.
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It is important to acknowledge that ChatGPT-4 is not primarily designed for application devel-

opment, and using it for such purposes involves certain challenges. Due to its chatbot nature, the

responses generated by ChatGPT-4 can vary significantly, introducing an element of unpredictabil-

ity when generating code. While ChatGPT-4 can expedite the development process and perform a

substantial amount of code generation when provided with appropriate prompts and monitoring, it

currently cannot autonomously develop applications without human supervision.

Furthermore, ChatGPT-4 struggles with complex or specific issues, making it more suitable for

simpler tasks. It is worth mentioning that the automation of software maintenance could be the next

area for generative AI tools to explore. Existing tools like Copilot have already made strides in this

direction. However, significant research efforts are still required before fully automated development,

without human intervention, can be considered a viable option.

This study represents a step forward in automated software development, and it opens up pos-

sibilities for future research in automated code generation and code maintenance tools. While the

potential for such tools exists, the need for human expertise and oversight remains crucial in ensur-

ing the quality and reliability of software systems.
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